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India’s AI Safety Initiative: A Step Towards Responsible AI
Governance

Context

Artificial Intelligence (AI) is transforming industries, and India is strengthening its AI
ecosystem through an indigenous AI model and an AI Safety Institute (AISI) under the
Safe and Trusted AI Pillar of the IndiaAI Mission.
Union Minister Ashwini Vaishnaw announced these initiatives to balance AI advancement
with safety and regulation.
As AI risks evolve, ensuring ethical AI governance, regulatory oversight, and global
cooperation is essential.

The Role of AI Safety Institutes (AISIs) in Global AI Governance

Many countries have set up AISIs for continuous research and risk assessment.
Key global AI safety initiatives:

UK – Developed ‘Inspect’, an open-source AI evaluation platform.
US – Established an inter-departmental AI task force on security risks.
Singapore – Focuses on safe AI model design and testing.
Japan – Specializes in AI safety in industrial automation.

These initiatives highlight the importance of technical assessment, transparency, and
international cooperation in AI governance.

India’s Leadership in AI Governance for the Global South

As a tech hub of the Global South, India can lead AI safety efforts for developing
nations by:

Co-developing AI safety frameworks tailored to local challenges.
Providing AI expertise to emerging economies.

IndiaAI Mission initiatives:
Machine unlearning – Removing outdated or biased data.
Synthetic data generation – Addressing data scarcity.
AI bias mitigation – Ensuring fairness in AI models.
Privacy-enhancing technologies – Strengthening data security.



India’s leadership can help shape ethical AI governance for the Global South while advancing
its own AI ecosystem.

The Need for International Collaboration in AI Safety

AI is a borderless technology, requiring global cooperation for effective governance.
Key collaboration areas:

Standardized AI Safety Taxonomy – Creating a common terminology for AI risks.
International AI Model Notification Framework – Sharing AI model risks and
capabilities globally.

Aligning with international AI safety networks will enhance India’s regulatory framework and
preparedness for AI deployment.

Addressing India’s Unique AI Challenges

Key AI risks in India:
Bias in AI models due to linguistic and cultural diversity.
Socioeconomic disparities affecting AI accessibility.
Low digital literacy increasing AI misuse risks.

India’s Approach:
Hub-and-spoke model – Collaboration between academia, startups, and government.
Startups like Karya – Developing AI datasets in regional languages.
Responsible AI initiatives – AI watermarking, deepfake detection, and ethical AI
frameworks.

These steps ensure AI development in India is inclusive, fair, and transparent.

Conclusion: India’s Role in Global AI Governance

The AI Safety Institute (AISI) is a crucial step in India’s AI governance strategy.
India must:

Engage with global AI safety initiatives.
Develop AI governance frameworks for developing nations.
Adopt standardized AI regulatory mechanisms.

By balancing local and global AI priorities, India can establish itself as a leader in
responsible AI governance.


